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Adverse Drug Reaction (ADR)

Image from BioJobBlog.com
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Therapeutic Toxic



Resources for ADR
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Parts of drug label for Velcade (bortezomib)

• Drug labels (prescribing 
information or package 
inserts)
– Drugs@FDA database
– SIDER4.1 database

• Post-marketing 
– FDA’s Adverse Event 

Reporting System (FAERS)
– Database of Suspected 

Adverse Drug Reaction 
(EDSADR)



Importance of label mining
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• All about safety
• From unpredictable to predictable events
• Personalized medicine

• Automatic extraction of ADRs from drug labels
– comparing the ADRs present in labels from different 

manufacturers for the same drug
– performing post-marketing safety analysis 

(pharmacovigilance) by identifying new ADRs not currently 
present in the labels

– to improve the efficiency of this process, the extraction of 
the ADRs from the drug labels needs to be automated



Goals

(1) To develop text mining system of 
mentions (ADR, drug class, animal, 
severity, factor, and negation) from 

drug labels (Task#1)

(2) To normalize extracted ADRs onto 
MedDRA Preferred Terms (PTs) 

(Task#4)



Our Workflow

• Deep Learning (DL) model works on vector representation of 
tokens of sentences

– Rule-base text segmentation applied on raw text
– Text segments split to sentences & Sentences tokenized1

• Dictionary- and Rule-based SciMiner for mention extraction 
and normalizing detected ADRs

1)NLTK package for sentence splitting and tokenization



DL - Preprocessing
Raw Text from label APTIOM
*  Suicidal Behavior and Ideation [see Warnings and Precautions (  5.1  )]

Mentions (Overlapping and non-contiguous example)
<Mention id="M1" section="S1" type="AdverseReaction"

start="151" len="17" str="Suicidal Behavior" />
<Mention id="M2" section="S1" type="AdverseReaction”

start="151,173" len="8,8" str="Suicidal Ideation" />

CoNLL Format
* O NN S1  148  1
Suicidal    B-ADR NNP S1  151  17
Behavior  I-ADR NNP S1  160  8
and           O CC S1  169  3
Ideation   I-ADR NNP S1  173  8
[                O NNP S1  182  1
see           O VBP S1  183  3

Warnings      O NNP S1  187  8
and                O CCP S1  196  3
Precautions  O NNP S1  200  11
(                      O ( S1  212  1
5.1                 O CD S1  215  3
)                     O ) S1  220  1
]                     O NN S1  221  1



Deep Learning Architecture
Bi-directional LSTM-CNNs-CRF

• Combined Word Embeddings
(CWE) are generated for each 
token of a given sentence 

• First Bi-directional long short-term 
memory LSTM runs on CWEs and 
second LSTM runs on the output of 
the first one.

• Conditional Random Fields (CRF) 
classifier jointly decodes as 
mention predictions for each token.

• Keras2 library was used in our 
work. No early stopping was used 
in our work. Neural Network Architecture

• This model is an adaptation of implementation for paper [Nils Reimers, and Iryna
Gurevych. "Reporting score distributions makes a difference: Performance study of 
lstm-networks for sequence tagging." arXiv preprint arXiv:1707.09861 (2017)]



Combined Word Embeddings

• CWEs are created from the concatenation
– Character Embedding (Generated by CNN)
– Word Embedding (Generated by Word2Vec) – based on PubMed (200D)
– Casing Embedding (one-hot encoded)



LSTM component

S. Hochreiter and J. Schmidhuber



Bi-LSTM component with 
Variational Dropout

Variational dropout (0.25) depicted by colored & dashed lines



SciMiner

References:  
• Hur J, Schuyler AD, States DJ, Feldman EL: SciMiner: web-based literature mining tool for 

target identification and functional enrichment analysis. Bioinformatics 2009, 25(6):838-840.
• Hur J, Xiang Z, Feldman EL, He Y. Ontology-based Brucella vaccine literature indexing and 

systematic analysis of gene-vaccine association network. BMC Immunology. 12(1):49 2011 
Aug 26. PMID: 21871085.

• Hur J, Ozgur A, and He Y: Ontology-based literature mining of E. coli vaccine-associated 
gene interaction networks. J Biomed Semantics, vol. 8, p. 12, 

• SciMiner: A web-based literature mining tool for 
(http://hurlab.med.und.edu/SciMiner/) 

• Dictionary- and Rule-based mining
• Optimized for identifying genes/proteins and VO/INO/EColi ontology 

terms

PubMed Literature

Sentence preprocessing 
(titles, abstracts)

Literature mined sentences 
containing two genes and 

interaction keywords

Terms of a domain ontology 
(e.g., VO)

HUGO human gene names;
INO ontology collections and 
hierarchy of interaction words

http://jdrf.neurology.med.umich.edu/SciMiner/


ADR-SciMiner
• Expanded SciMiner for ADRs identification
• Dictionaries compiled from MedDRA (v20.0 English)
• Term expansion rules for improved coverage

– Lingua::EN Perl library 
– Token order
– Casing information (eg. all vs ALL - leukaemia)
– Alternative terms: (eg. increase -> elevation) 

• Some exclusions criteria
– Disease/syndrome names and etc
– Section titles

• Currently, only for ADR terms



Our submissions

Set Mentions (Task 1) ADR Normalization 
(Task 4)

CONDL1 DL ADR-SciMiner

CONDL2 ADR-SciMiner (ADR) ADR-SciMiner

CONDL3 ADR-SciMiner (ADR) 
+ non-ADRs from DL ADR-SciMiner



Results
CONDL1 CONDL2 CONDL3

Task 1 Deep Learning SciMiner SciMiner + non-ADRs from 
DL

+type Precision 76.5 65.5 65.2
Recall 77.5 61.4 69.8
F1 77.0 63.4 67.4

-type Precision 76.5 65.5 65.2
Recall 77.5 61.4 69.8
F1 77.0 63.4 67.4

Task 4 SciMiner SciMiner SciMiner
micro Precision 88.8 74.6 74.6

Recall 77.2 81.0 81.0
F1 82.6 77.6 77.6

macro Precision 88.2 73.1 73.1
Recall 75.8 79.9 79.9
F1 80.5 75.6 75.6

Our results on the TAC ADR testing data (99 drug labels)
CONDL1 (DL+SciMiner):    Precision (88.8 / 88.2) – 1st place among 12 submissions in Task#4

F1 (82.6 / 80.5) – 4th place



Summary

• Deep learning adaptation (Bi-directional LSTM-
CNNs-CRF)

• Dictionary- and Rule-based ADR-SciMiner for ADR 
extraction and normalization

• Combined system
• Still, much room for improvement



Future Work

• Performance improvement of DL
– Better representation for overlapping & non-

contiguous chunks

• Performance improvement of ADR-SciMiner
– Severity of ADR
– Improved rules
– Additional dictionary including SNOMED CT

• Better integration
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